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3. Generation pipeline of Trend-Aligned Paired Dataset

Step 1 Retrieve 9 semantically similar sentences from the community using cosine similarity.

   An LLM then synthesizes a toxic version by incorporating trend-aligned slang from these sentences.

Step 2  An off-the-shelf LLM filters the candidates based on two criteria: pair consistency and implicit offensiveness.

• Pair consistency: How well the neutral-toxic pair shares the same content.

• Implicit offensiveness: The toxic sentence should avoid being too explicitly offensive, 

  while still containing a subtle or implicit form of toxicity.

4. Evaluation

2. Definition of implicit Offensiveness

1) Insults through disregard or mockery without profanity e.g., Are you one of those gym bros who think lifting is a personality trait?
2) Community-specific slang that is offensive within certain groups e.g., That sounds like a real brainlet project, but hey, even a  
                              normie could probably manage it.
3) Altered slurs or disguised profanity to evade moderation e.g., Dont normalize this $h1t.

5. Evaluation (Human)

Dataset Examples
Neutral hi do you have children
Toxic  Imagine wanting to create more little tax burdens in this economy.

0. Motivation

The challenges of offensive language detoxification

1. Cost-ineffective human annotation to build paired data

2. The rapid evolution of offensive terms, 

  rendering static datasets quickly outdated.
3. Insufficient paired data for under-resourced languages

Our contributions are:

1. A proposed automated pipeline, K/DA, for trend-aligned,   
language- and model-agnostic hate speech datasets 

 focused on implicit toxicity.

2. A dataset release of 7.5K neutral-toxic sentence pairs

3. Improved performance on detoxification tasks

1. Overview

Table 1. G-Eval results on 500 toxic-neutral pairs

Table 2. Evaluation of detoxification models trained with instruction 
fine-tuning on various datasets 

Table 3. Dataset comparison Table 4. Detoxification performance
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